Nodectl

e Nodect! - Node Version details (sudo nodectl -cv)

e nodectl - Refresh Binarines (sudo nodectl refresh binaries)

e nodectl - Install new node via command line with PK12 option

e nodectl configure -e (Go into the node control configuration)

e Make scripts to make your life easier!

e nodectl ipv6 disable --ni --sysctl

e nodectl -csl -p dag-10

e Get back to Ready/Ready




Nodectl - Node Version detalls
(sudo nodectl -cv)

nodeadmin@Constellation-Node:/scripts$ sudo nodectl -cv
[sudo] password for nodeadmin:

A new version of [nodectl] was detected........ v2.17.5

To upgrade issue: sudo nodectl upgrade_nodectl

PROFILE CLUSTER JAR FILE

dag-10 mainnet cl-node.jar

TESS INSTALLED NODECTL INSTALLED NODECTL CONFIG

v3.0.2 v2.17.3 v2.1.1

TESS LATEST NODECTL LATEST STABLE CONFIG LATEST

v3.0.2 v2.17.5 v2.1.1

TESS VERSION MATCH NODECTL VERSION MATCH NODECTL CONFIG MATCH
True False True

NODECTL CODE NAME NODECTL PRERELEASE

Princess Warrior False

nodectl installed: Running on node.

nodectl latest stable: Recommended version.

nodectl latest: Newest, may be experimental and not
stable.

nodectl config: nodectl's configuration version.

PROFILE CLUSTER JAR FILE

dag-I1 mainnet cl-dag-I1.jar

TESS INSTALLED NODECTL INSTALLED NODECTL CONFIG

v3.0.2 v2.17.3 v2.1.1

TESS LATEST NODECTL LATEST STABLE CONFIG LATEST

v3.0.2 v2.17.5 v2.1.1

TESS VERSION MATCH NODECTL VERSION MATCH NODECTL CONFIG MATCH
True False True

NODECTL CODE NAME NODECTL PRERELEASE



Princess Warrior False

nodectl installed: Running on node.

nodectl latest stable: Recommended version.

nodectl latest: Newest, may be experimental and not stable.

nodectl config: nodectl's configuration version.

This node's restart service does not need to be restarted because pid [782965] was found

already.



nodectl - Refresh Binarines
(sudo nodectl refresh_binaries)

sudo nodectl refresh_binaries



nodectl - Install new node via
command line with PK12 option

If your P12 password is not working its due to a bug. Run the following command to do the install.

sudo nodectl install --quick-install --pl12-migration-path /root/your.pl2 --pl2-passphrase
'AbcXyzabl$$'

IMPORTANT!! Once you run this command your passphrase will be in the history file. Run the
following to clear history

history -c && history -w



nodectl configure -e (Go into the
node control configuration)

1. sudo nodectl configure -e

2. Select No unless support asks

Detailed Mode ¥1i11
ALl b

3. Press enter on this one... just an FYI.

4. Select what item you want to configure. The hot ones are in red...especially Auto Restart
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Make scripts to make your life
easier!

This will create the folder for you to store your scrips in.

@ rocti@meeseeks: /scripts

GNU nano 7.2
Eudo nodectl leave -p dag-11
sudo nodectl stop -p dag-11

'ile Name to Write: 11.sh

rwXxrwx——— 1 nodeadmin nodeadmin 57 Jun 19 14:14 11.sh
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cd /scripts
./11.sh ; ./10.sh ; ./jO.sh

Debug related URLs | KB-DAG

Crontab example

To run it every Sunday at, for example, 10:00 AM, add:

bash

8 18 * * 8 fscripts/myscript.sh

@ Explanation:

s 8 — minute
18 — hour (10 AM)

* — every day of the month

* — every month

@ — Sunday (can also use 7)

0 */3 * * * [scripts/I1.sh
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nodectl ipv6 disable --ni --sysctl

Disables IP6! you don't need it as its not really used for most networks. Maybe colleges mainly and
the fed's



nodectl -csl -p dag-I0

Check if you are on the seelist



Get back to Ready/Ready

Tryl:

1. run sudo nodectl leave -p dag-I1 ; sudo nodectl stop -p dag-I1 ; sudo nodectl leave -p dag-10
;sudo nodectl stop -p dag-10

2. Shut down your VM from the cloud side. This way it really shuts down, clears out its memory file
and the VM executable. Basically a power off if it were a physical machine.

3. Power back on and login

4. run sudo nodectl execute_starchiver --datetime -p dag-I0

5. Wait 5 minutes

6. sudo nodectl upgrade --ni

Explanation - We are basically stopping L1/LO cleanly and then shutting down the node. Your
nodes are processes on a Virtualization HyperVisor called KVM. If you reboot then that processes
never goes away. If you power off you get a clean process and the memory file is normally
recreated. After that you Starchiver it, wait 5 minutes and upgrade nodectl. Let me know how it
goes as I'm trying to find that as close to perfect procedure.

1. Shutdown vs. Reboot Behavior

e Shutdown:

o When you shut down a VM, it's like powering off a physical machine. The guest OS
inside the VM performs a clean shutdown of all its processes, network services, and
file systems. It writes everything to disk, cleans up temporary files, and powers off
gracefully.

o The VM's resources are completely released on the host side, and the virtual
CPUs, RAM, and disk are freed up until the VM is started again.

e Reboot:

o When you reboot a VM, the guest OS essentially performs a restart but doesn't fully
power off the virtual machine. The VM's state is still there in memory (RAM), and
most resources remain allocated. After the VM reboots, it resumes from a fresh boot
state.

o It’s a bit faster than a full shutdown because it doesn't have to go through the entire
cleanup and shutdown process. It just restarts the OS and resets the virtual
hardware environment.



